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Abstract. In this paper, we illustrate a novel optimization approach based on Multi-objective Particle Swarm Optimization
(MOPSO) and Fuzzy Ant Colony Optimization (FACO). The basic idea is to combine these two techniques using the best particle
of the Fuzzy Ant algorithm and integrate it as the best local Particle Swarm Optimization (PSO), to formulate a new approach
called hybrid MOPSO with FACO (H-MOPSO-FACO). This hybridization solves the multi-objective problem, which relies on
two time performance criteria and the shortest path. Experimental results illustrate that the proposed method is efficient.
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1. Introduction

In many areas of science, the optimization proce-
dure often has more than one objective; hence, the
need for multi-objective optimization is conspicuous.
One of the factors that differentiate single objective
optimization with respect to the multi-objective opti-
mization is the fact that the optimal solution for multi-
objective optimization is not necessarily unique.

In general, the multi-objective version of a problem
is more difficult than the single case of the goal. In a
typical problem of multi-objective optimization (also
known as multi-criteria optimization) there is a fam-
ily of equivalent solutions that are superior to the rest
of the solutions which are considered equal in terms
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of the simultaneous optimization of several objectives
(and possibly competing) functions [1].

Within the multi-objective optimization there is no
single solution. Instead, the interaction of multiple tar-
gets gives an effective set of solutions (non-inferiority)
or non-dominated solutions known as the Pareto-
optimal, which gives the decision maker a greater flex-
ibility in the choice of a suitable alternative [2].

In other words, the multi-objective optimizer is ex-
pected to give a set of all equivalents, diverse and rep-
resentative solutions. Objectives to optimize simulta-
neously can be mutually contradictory. In addition, the
implementation of appropriate diversity in the solu-
tions while approaching convergence is another chal-
lenge in multi-objective optimization [3].

Different evolutionary algorithms and swarm in-
telligence approaches have been validated for multi-
objective optimization [5,36,42] problems. Evolution-
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ary algorithms and swarm intelligence approaches usu-
ally do not provide nor identify optimal compromise,
but they try to find a good approximation, i.e. a set of
solutions whose objective vectors are (thankfully) not
too far from optimal vectors objective [4,44,50].

Miscellaneous multi-objective evolutionary approaches
[6] and swarm intelligence approaches are available,
and we are certainly interested in the technique that
brings about the best approximation for a given prob-
lem [7,8,21,45,47]. In recent years, there has been
an increased interest in the study, design and analy-
sis of particle swarm optimization approaches to solve
the problems of multi-objective optimization interest.
Thanks to its fast convergence [38], PSO has been ad-
vocated to be particularly suitable for multi-objective
optimization.

PSO is a population-based field of swarm intelli-
gence approach which was originally developed by
James Kennedy and Russell Eberhart [9]. Their idea
was to simulate the social behavior of a flock of birds
trying to reach an unknown destination (depending on
fitness), for example, the location of food resources
via flying across the field (space research) [32,48]. In
other words, PSO is inspired by the adaptation of a
natural system based on the metaphor of communica-
tion and social interaction. Despite its simplicity, PSO
offers several effective and specific solutions but it
has also many problems of multi-objective engineering
[6,7,40].

In this research, we proposed a hybrid approach
MOPSO with FACO (Multi-objective Particle Swarm
Optimization (MOPSO) and Fuzzy Ant Colony Opti-
mization (FACO)). We proposed a new modified fuzzy
ant colony optimization technique. The fuzzy notion
allocates the ants some intelligence in following the
pheromone. We choose the use of fuzzy logic (FL) be-
cause of its efficiency in modeling data and control ap-
plications [33]. It was initially proposed by Zadeh [26],
and used in several applications [27,28,41].

In the literature, ACO based fuzzy control systems
have been proposed in several works [22,23,24,25],
but those works are essentially for tuning fuzzy sys-
tems with ACO algorithm. The notion of a modified
ACO with fuzzy or simply the fuzzy ant only appeared
in few works [43,49]. In [18] and [19], authors pre-
sented ant fuzzy based fuzzy approaches for a Cluster-
ization problem. In [20], authors controlled a ball and
beam system with a fuzzy ant approach, where they
controlled the level of pheromone update using a fuzzy
logic system. The big difference between this work and
ours consists essentially in applying multi-objective

particle swarm optimization hydride with fuzzy ant
colony optimization [29].

The rest of the paper is organized in five sections. In
the Section2, we give an overview of decision groups
using Fuzzy ant and particle swarm optimization in
general. Different problems solving our hybrid ap-
proach MOPSO with FACO inspired by the collective
behavior of insect colonies and flock of birds that are
introduced using computational swarm intelligence are
proposed in Section 3. Section 4 presents the compar-
ative study and experimental results and finally the pa-
per concludes in Section 5.

2. Decision Groups

Decision making requires multiple perspectives of
different people as a decision-maker may not have
enough knowledge to properly solve a single problem.
This is especially true when the decision environment
becomes more complex. Therefore, organizational de-
cisions are taken in groups like Ant Colony and Swarm
particles [30,39].

These decisions may be the product design, and the
development of policies and strategies, employee se-
lection, and the organization of various resources. In an
organization, a group decision is self-regulation, task-
oriented work as an independent committee group.
Group-based decision making has become an essential
element for the proper functioning of an organization
[10].

Decision-making group is the process of arriving at
a judgment or a solution to a decision problem based
on the input and the return of several people as PSO
and fuzzy ant colony. This group work can achieve a
satisfactory solution for the group rather than the best
solution because it hardly exists. In general, a satisfac-
tory solution of the group is the one that is more ac-
ceptable to the group of people as a whole. Since the
impact of the selection of the appropriate solution af-
fects organizational performance, it is important to do
the decision-making process as efficient as possible. It
is, therefore, compulsory to determine what makes an
effective solution, and to increase the overall level of
satisfaction of the solution through the group.

2.1. PSO and MOPSO Approches

PSO is basically a technique of parallel multi-agent
research. PSO consists of three stages, namely, the po-
sitions and velocities of particle production, updating
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speed, and finally, updating position. PSO is easy to
implement in computer simulations using mathemati-
cal operations and basic logic, since its working mech-
anism involves only two basic rules update.

The particles are conceptual entities that constitute a
swarm flying through space multidimensional search.
The relationship between the swarm of particles in
PSO is similar to the relationship between population
and chromosomes in the genetic algorithm [37,46]. At
any given time, each particle has a position and a ve-
locity.

The position vector of a particle relative to the ori-
gin of the search space is a test solution to the problem
of search. These particles fly with a certain velocity
and find the best global position after some iteration.
At each iteration, each particle can adjust its velocity
vector, based on its momentum and the influence of his
best position (pbest - particle best) and the best posi-
tion of its neighbors (gbest - Global Best), then cal-
culate a new position that "particle" is to fly. In other
words, it finds the global optimum by simply adjusting
the trajectory of each individual towards its own best
location and the best particle swarm with each genera-
tion of evolution [34].

The direction of the particle swarm is defined by the
set of neighboring particles of the particle and its his-
torical experience. The manuscript [31] proposed the
first extension of the PSO strategy for solving multi-
objective problems. There have been several recent
proposals using basic PSO to handle multiple objec-
tives, surveyed in [6]. However, the speed of conver-
gence of MOPSO approaches often implies a rapid loss
of diversity during the optimization process. In this
context, several MOPSO have difficulty controlling the
balance between exploration and exploitation.

In [11], the authors propose a multi-objective PSO
(MOPSO) incorporating the concept of density estima-
tor the nearest neighbor to both select the best global
particle and remove particles from the external archive
of non-solutions dominated. When selecting a leader,
the archives of non-dominated solutions is sorted in
descending order with respect to the density estima-
tor, and a particle is chosen at random from the top of
the list. On the other hand, when the external archive
is full, it is sorted in descending order with respect to
the value of the density estimator and a new particle
is randomly chosen to remove, from the bottom of the
list.

This approach uses the mutation operator proposed
in [12] so that it is applied only for a certain number of

generations, in the early stages.

vij(t+ 1) = w ∗ vij(t) + c1 ∗ r1(pil(t)− xij(t))+
c2 ∗ r2(pig(t)− xij(t))

(1)

xij(t+ 1) = xij(t) + vij(t+ 1) 1 ≤ i ≤ K (2)

Where the inertia weight w , c1 and c2 are constants,
r1 and r2 are random variables in the range from 0 to
1. pil(t) is the best local solution of the i th particle
for the iteration number up to the i th iteration and
the pig(t) is the best global solution of all particles. A
particle velocity should be updated using Eq. (1), the
particle is moved according to Eq. (2).

2.2. Some important ACO variants

In this model, c ants per second across the bridge in
each direction at a constant speed cm/s, the filing of
a unit of pheromone on the branch. Given the length
ls and ll (incm) of the short and the long arm, an ant
choosing the short length cross in ts = ls/v seconds,
while the ant choice of the long arm use r ∗ ts sec-
onds where r = r = ll/ls. The probability pij(t) an
ant arriving at the decision point i ∈ {1, 2}, selects
branch j ∈ {s, l}, where S and L denote the short and
long arm, respectively, the time t is set to be based on
the total amount of pheromone τij(t) on the branch,
which is proportional to the number of ants that used
the branch until time t, τij = 1/dij which are called
heuristic information and are two parameters that con-
trol the relative importance of the intensity of the track.
For example, the probability pij(t) to choose the short
leg is given by :

P kij(t) =


(τij(t)

α)(ηij)
β)∑

i∈Jk
i
(τij(t)α)(ηij)β

Si (i, j) ∈ Jki

0 Si (i, j) /∈ Jki
(3)

We deduce that after soon found a path between
Home and Food, each ant leaves certain quantities of
pheromone ∆k

ij(t) which depends on:



4 Walid et al. / The Multi-Objective Hybridization of PSO and FACO

∆k
ij(t) =


Q

Lk(t)
Si (i, j) ∈ T k(t)

0 Si (i, j) /∈ T k(t)
(4)

Where T k(t) is the target taken by the ant k for itera-
tion t, Lk(t) is the length between Home and Food and
Q is the fixed parameter.

Now, we indicate variants to the best-known and fre-
quently used Fuzzy ACO algorithms. It should be men-
tioned that these features represent only the nuclei of
algorithms based on ant. The ant system (AS) is the
first ACO algorithm which has been proposed in the
literature [13]. It is characterized by the following rule
for updating the pheromone which ρ refers to the rate
of pheromone evaporation.

τij = (1− ρ).τij +
ρ

K

K∑
i=1

∆τkij (5)

With ρ ∈ [0, 1] is called evaporation rate, and noted by
wk path of the agent k.

We notice that within the ant system, all employ-
ees contribute to the increment of the amount of
pheromone and this increment is chosen as a pro-
portional shape. The Ant System (AS) MIN-MAX
(MMAS), was developed by Stutzle and Hoos [14,15].
It is mainly characterized by two innovations com-
pared to the ant system: first, instead of allowing all
agents to deposit the amount of pheromone on their
way, we are only interested in paths that are proven or
strengthened. Two selection rules are used alternately
or in combination. The first one has been the best so far
(BS: best-so-far) the best path found so far is strength-
ened, the other is the best iteration (IB iteration best),
where the best path has been found in the current it-
eration is reinforced. Second, to recover the amount
of pheromone caused by the restriction reinforcement
only "exceptional" paths MMAS apply the lower and
upper limits for the pheromone trails. There are two
additional changes compared with AS suggested by
[2,3], about a special way to initialize pheromone and
can reset pheromone trails when stagnation occurs. For
a fixed iteration k, we note thatw is the best path found
in iterations (1, ..., k). The best so far w′ path is up-
dated each time we strictly improve the current path ŵ
is found. Then the pheromone update is given by:

τij = (1− ρ).τij +
ρ

K

K∑
i=1

∆τ bestij (6)

With ŵ = wbest andwbest = w′ in this case the choice
of the best so far and the best iteration is respectively
identical. We refer to both cases by MMASbs Abbre-
viations MMASib respectively. In this section, we will
not address the combined cases. To allow a simpler sit-
uation, we also consider the case where the reward for
reinforced edges on paths is not chosen in a propor-
tional form.

2.3. The modified fuzzy ant algorithm

For updating the pheromone quantity, we proposed
a modified fuzzy ant colony optimization technique
which is based on the min and max pheromone infor-
mation. The fuzzy notion allocates the ants some in-
telligence in following pheromones. As we seen the
pheromone is updated within Eq. (6). To ameliorate
the speed and the convergence of the ant we propose
in this paper a fuzzy procedure of the update of the
pheromone. The fuzzy use can orient ant to a shorter
path with the suitable level of pheromone quantity. In
the conception of our fuzzy logic system we need to
conceive three parts the fuzzification, the inference and
the defuzzification.

2.3.1. Fuzzification
This part consists in defining inputs and outputs of

our system under a linguistic form. The Input of our

fuzzy system is
Q

Lk(t)
, which we choose to subdi-

vide it into five membership functions: VeryLow, Low
Medium, Important and VeryImportant as illustrated
below:

Fig. 1. Input of the fuzzy ant system
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Whereas the system output which is the fuzzy output
pheromone

∑K
i=1 ∆τ bestij is represented by four mem-

bership functions Zero, Short, Medium and Long are
as illustrated in Figure 2:

Fig. 2. Output of the fuzzy ant system

2.3.2. Inference
The inference corresponds to the definition of If-

Then rules describing the system working. In our fuzzy
ant system, we conceived five rules for describing the
adequate quantity of pheromone to be taken despond-

ing on the value of
Q

Lk(t)
which are represented as fol-

lows:
R1: IF

Q

Lk(t)
IS VeryLow THEN

∑K
i=1 ∆τ bestij is

Zero
R2: IF

Q

Lk(t)
IS Low THEN

∑K
i=1 ∆τ bestij is Long

R3: IF
Q

Lk(t)
IS Medium THEN

∑K
i=1 ∆τ bestij is

Medium
R4: IF

Q

Lk(t)
IS Important THEN

∑K
i=1 ∆τ bestij is

Short
R5: IF

Q

Lk(t)
IS Very Important THEN

∑K
i=1 ∆τ bestij

is Zero
For example νV eryLow

Q

Lk(t)
expresses the degree

of membership function of the input
Q

Lk(t)
in the

membership function V eryLow. In the inference part
we used the min-max mamdani method, and we search
the degree of activation of each rule using the degree

of membership function of the input νA
Q

Lk(t)
in the

appropriate membership function.

2.3.3. Defuzzification
The defuzzification part corresponds in computing

outputs command. In our system, we used the centroid
of sets which is the most used method in literature that
is computed using the following equation to retrieve∑K
i=1 ∆τ bestij :

K∑
i=1

∆τ bestij =

∑5
i=1

Q

Lk(t)
XνA

Q

Lk(t)∑5
i=1 νA

Q

Lk(t)

(7)

3. Our Hybrid Approach MOPSO with FACO

As we begin to initialize the settings of Fuzzy
Ant Colony Optimization (FACO) and Multi Objec-
tive Particle Swarm Optimization (MOPSO) in parallel
thereafter, we have made the operation of Fuzzy Ant
ie to move in space Research using the pheromone de-
posited by moving and the probability to move from
one state to another. If Fuzzy Ant encounters an obsta-
cle, then it has four choices either to move up, down,
left or right as appropriate. We safeguard the opera-
tion of the Fuzzy Ant and integrate as local particle for
MOPSO. Thereafter, we vary the speed and position of
the MOPSO.

As soon as it comes from the nest to food, ie we
could find a way, it saves it in a table to facilitate the
return of food to the nest that is to say, the scheme
return. This hybridization between FACO and MPSO
best particle using the Fuzzy Ant as the best local par-
ticle called expired H-MOPSO-FACO has helped us
win two criteria: the first time in the seconds and the
second is the shortest way. This is understandable be-
cause MOPSO encounter an obstacle. They will not
meet all directly that is to say they will not confront the
obstacle, because the information has Fuzzy Ant will
turn to the particle MOPSO, which saves us at the time
and shortest path. These are the two essential criteria to
minimize our problem. Especially the Fuzzy Ant is self
organized while MOPSO are socio-cognitive, and we
could do this hybridization which allowed us to over-
come the major handicap of MOPSO because the PSO
represents a weak point at save all particles, but cons
are faster than the Fuzzy Ant. Therefore we have used
the amount of pheromone deposited by Fuzzy ant as a
memory for PSO.

0000-0000/13/$00.00 c© 2013 – IOS Press and the authors. All rights reserved
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Fig. 3. Hybridized approach
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4. Experimental results

In this section, we describe the results obtained with

the same configuration problem that is the path of the

path from the nest to the food using obstacles.

4.1. Evaluation of the proposed MOPSO

For evaluating our proposed MOPSO, we chose our

multi-objective fitness function as:

f(x, y) = cos(2∗pi∗x)∗cos(2∗pi∗y)∗e((x
2+y2)/10)

(8)

The experiments were conducted for 20 independent

runs in MATLAB environment to evaluate the perfor-

mance of MOPSO. The adopted setup for the MOPSO

was c1 = c2 = 1.2, and the range of the inertia weight

w is from 0.5 during the generations for the MOPSO

approaches. The population size was 50 particles, stop-

ping criterion, tmax, of 100 generations.

Simulation results are presented in Figures 4-7. Fig-

ure 4 depicts the initialization of the particle swarm to

f(x, y) function in three dimensions. Black points in

the designed Figure 4 refer to the initialized particles.

As Figure 5 illustrates the behavior of swarm move-

ment after it was noted that we can not show all the best

results which depicts the efficiency of the proposed

hybridization scheme. Figure 6 depicts the movement

of the behavior of swarms hybridized with Fuzzy ant

colony, which shows us a better solution compared to

what exists. Figure 7 shows the rapid convergence of

the global best particle according to the number of it-

erations.

Fig. 4. Representation of initial function

Fig. 5. Representation of the function after the motion of particles
(MOPSO)
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Fig. 6. Representation of the function after the motion of particles
(H-MOPSO-FACO)

Fig. 7. Convergence of global best particle

4.2. Evaluation of the proposed Hybrid MOPSO with
FACO

Our approach H-MOPSO-FACO is coded in C and
run on a Pentium(R) Dual core CPU 2 GHz PC with
2.92Go memory. We have proposed an Ant colony al-
gorithms supervised by Particle Swarm Optimization
to solve continuous optimization problems [35]. Tra-
ditional ACO is used for discrete optimization while
PSO is for continuous optimization problems. To-

gether PSO and ACO have shown a great potential in

solving a wide range of optimization problems. All re-

sults have been presented in the paper [17].

We have represented the particles as + and it moves

from the nest to food. Once a particle reaches food we

mark it on the brand as Ö.

There are many parameters used for the H-MOPSO-

FACO: The Size of population=50 (swarm: ant and

bird), having C1 and C2, set as C1 = C2 = 2. While

the inertia weight w is taken as 0.9, and the maximum

of velocity v is taken as 100 and dimension of space

as 10. Both α and β control the relative significance of

pheromone trail and distance, where α = 1.5, β = 2.

ρ refers to the rate of pheromone evaporation which is

taken ρ = 0.3.

Table 1 summarizes the new results improved re-

garding what was published in our previous article [16]

about the combination and comparison between H-

MOPSO-FACO. This table shows us the different re-

sults between the different methods used. First we be-

gan by testing the method of fuzzy Ant using its spe-

cific rules. Thereafter we tried to use or apply the same

problem of seeking the shortest path between the nest

which is represented by H and F in food by using our

GUI obstacles. For the same problem, we tested our

hybridization method between multi-objective Particle

Swarm Optimization and Fuzzy Ant Colony (FACO).

For the considered methods we applied two evaluation

criteria; the execution time and the route of the shortest

path.

Figure 8 shows the simulation of MOPSO does not

adequately provide the shortest route proving that the

MOPSO is low in memory and shows that hybridiza-

tion is necessary to improve the performance.
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Table 1
Comparison between the different methods

Method Name Time with obstacles Best length with obstacles Without obstacles

Fuzzy Ant Between 3 and 5 minutes it shows between the Home and Food same time and shortest path

MOPSO Between 1 and 3 minutes we can not see between the Home and Food same time and shortest path

H-MOPSO-FACO between a few seconds and 2 minutes it shows between the Home and Food same time and shortest path

Fig. 8. Simulation with MOPSO

It was found that the MOPSO method is faster com-
pared to the fuzzy Ant, but the criterion for the short-
est path cannot visualize the method for MOPSO.
MOPSO does not allow us to visualize the shortest
path, which explains that the MOPSO is low in mem-
ory, and for this we must achieve a combination of
MOPSO and FACO that allows us to overcome this
major handicap of MOPSO. Table 1 illustrates that the
proposed hybridization approach is better than the two
other algorithms namely Fuzzy Ant and MOPSO. In
fact, we notice that, as the Size of population increases,
the time of execution of the hybrid method decreases
when compared with the time of Fuzzy Ant and the
time of MOPSO. Besides, as the size of population in-
creases more than we have attempted; the distance be-
comes shorter using the proposed hybrid method.

Results are represented as follows in Figure 9, in
which Figures (a)-(f) represents different cases of our
algorithm with obstacles.

0000-0000/13/$00.00 c© 2013 – IOS Press and the authors. All rights reserved
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Fig. 9. Simulation results

5. Conclusions

In this paper, we illustrated the operation of the
PSO, MOPSO, Fuzzy Ant Colony and the hybridiza-
tion between these techniques in order to minimize

the execution time and the route of the shortest path,
which we formulated as a multi-objective optimiza-
tion problem. The proposed hybridization approach
has saved us the computational time and more better
results, which is not the case when using Ant colony
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alone. The future work is to apply the hybridization
to incorporate the difference between the particles into
PSO and to vary the inertia weight according to the
number of particles. For every particle, the fitness of its
personal best is considered as an input to the fuzzy sys-
tem for calculating the variation of its inertia weight.
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